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Abstract—Although the multichannel decision feedback plexity, the authors recommend using a decision feedback
equalizer (DFE) has been shown to be nearly optimal and equalizer (DFE) in place of the MLSE and furthermore show

very effective for handling the difficulties of the underwaler 4t empirically, and adaptive multichannel DFE is nearly
communications channel, this technique has been slow to be . : '
optimal in the underwater channel.

implemented in operational systems due to its high computa-
tional complexity. In this paper, we propose using measureents In a subsequent paper [2], the same set of authors demon-
commonly available to oceanographic systems, such as depth strated that introducing a beamformer into the framework

range, and speed of sound, to create a model of the arrival sic-  was mathematically equivalent to using the full sensor epac
ture at a receiver with multiple elements. Three structuresare when the direction of arrival of the received signals is know

presented which take advantage of this model to constrain & . .
complexity of the multichannel DFE: a beamspace approach, a When the directions are not known, the authors showed as

time-aligned beamspace approach, and an approach which use 10ng as the observed beamspace spans the received signal
discrete prolate spheroidal functions. Each of these appaches space and the observation noise is spatially white, theme is

is integrated into a multichannel, direct adaptation DFE which  |gss of performance from using a beamformer to pre-process
is implemented using a recursive least squares (RLS) algdhim. the data

The proposed structures are tested using the SPACE08 datatse Stoi ic al ted that lik .
across a range of environmental conditions and using sevdra ojanovic also note at, uniike many array processing

exponential forgetting factors. It is found that these consained ~ application, underwater communication systems did ndt see
approaches provide significant computational advantagesver to eliminate multipath arrivals as interference, but iadte

the full sensor-space approach and performance advantagessought to collect all the signal energy at the receiver. This
over other computationally similar algorithms. changed the strategy for array receivers from using the
beamformer to separate arrivals from each other to using
the beamformer to gather and coherently combine the energy
Currently, there is a disconnect between methods propogesin all arrival paths.
in the literature for improving underwater acoustic commu- In this work, we build on this idea of energy collection.
nication and what is implemented in operational systems. e difference in our approach comes from the observation
major reason for this disconnect is that the methods praposhat while we often don’t know the exact angles of arrival,
in the academic literature tend to have high computationgk can estimate roughly the angular spread of the incoming
complexity and are thus impractical for the types of hardwaarrivals based on the transmitter / receiver geometry. From
currently available for use. a model of the arrival structure, we propose creating an
Multichannel equalization was shown in [1] to be a nearlgrthogonal set of beams which span the estimated range
optimal method for handling the difficulties of the undergrat of arrival angles to collect the incoming signal energy. The
communication channel. Operational systems have been si@sulting beams are fed into a multichannel direct-adayptat
to adopt this method die to its computational complexity. IDFE and the received symbols are estimated.
this paper, we present a method which uses measurementBhe idea of using physical constraints to improve under-
typically available to oceanographic systems, such ashdepwater acoustic signal processing is not a new one. Kraay and
range, and speed of sound, to create a model of the arriBalggeroer [3] proposed the idea of a physically constrained
structure of energy at a receiver. This model will be used tnethod for array processing. They proposed using narrow-
constrain the look directions of a beamformer and thus band plane waves across the array to constrain the estimated
reduce the complexity of the multichannel equalizer. signal covariance matrix to be one that could be realized by
In their seminal work on adaptive equalization for unsignals obeying the propagation constraints. Their goaltwa
derwater communication, Stojanovic et al [1] found thatduce the number of snapshots needed to properly estimate
the optimal multichannel combiner, assuming the channelascovariance matrix.
known, is the sampled sum of the individual channel matchedPapp et al [4], [5] applied this idea to mode processing in
filters followed by a maximum likelihood sequence estimatdhe application of underwater acoustic communicationgyTh
(MLSE). Rather than implement this approach in its full comshowed that it is possible to use mode filtering to improve
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array processing. However, when applied to equalizatiori,[n}— a, —
a direct-adaptation equalizer with no pre-processing had
lower residual mean-squared-error than the mode filterp'ngauz[n]—> a, ™ + a[n] A
proach. Furthermore, these approaches focused on reducing . 2 @—|slicer d[n]
the amount of data needed for estimation without focusing on - : +
the computational complexity. As a result, these appr(mch(h

i ) ) Pl =
require high computational complexity.

LeBlanc and Beaujean [6] proposed applying principle
component analysis (PCA) to acoustic communication sys- Fig. 1.
tems with receive arrays to improve equalizer performance.

The received data correlation matrix is decomposed into

its eigenvalue - eigenvector form to determine the signalthereh? = [T bT] is a vector of filter coefficients and
subspace. This method appears to hold promise in termszéf[n] = [u”[n) &T[n]] is a data vector containing both the
reducing mean squared error, but requires a form of subspageeived data and the past symbol estimates.

tracking, which has high computational complexity. This framework can be modified to accommodate multiple

Our proposed method of using an arrival structure mod@iceivers by expanding the definition of the filter and data
reduces the complexity of the resulting multichannel equglectors to be:

izer without introducing much additional overhead complex - - -
ity. If the transmitter and receiver are both stationarg th a ]
model can be computed ahead of time. Even when the as us[n]
transmitter or receiver (or both) are moving, the change in

aK_’

b

A multichannel decision feedback equalizer.

the observed physical parameters is very slow compared with - zln] =
the data rate. ag ux [n]
The remainder of this paper is organized as follows: section b &[n]

Il describes multichannel decision feedback equalization ] ]
Section 11l describes beamforming, and Section IV dessrib&here there ares” receive elements;[n] is the vector of
the acoustic propagation model for shallow water. Sectiélata received at théhlrece_w_e element, and is the vector
V includes the description of three proposed equalizer irpf feedforward filter coefficients for thétireceive element.

plementations. Section VI shows our validation of these®® Figure 1 for an illustration of the functionality of a

ideas using experimental evidence and section VI contaifg/ltichannel DFE. _ _
conclusions and final thoughts. It is common to use a fractionally sampled equalizer for

Throughout this paper, lowercase bold lettersjndicate timing [8]. Using the supplied framework, the feedforward
vectors, uppercase bold lettess, indicate matrices, and non-filters will each have, samples per received symbol, while
bold symbols are used for scalars. The symBoisdicates the feedback filter will remain the same length. At each
the transpose of a quantity, the conjugate, and? the iteration, the data fed into each channel of the feedforward
conjugate transpose or Hermitian. All vectors are assum@gualizer will be moved ahead by, samples. See [9] for
to be column vectors. more details on equalization.

In a direct adaptation DFE, the filter coefficients are
Il. DECISION FEEDBACK EQUALIZATION computed directly from the data without imposing any sort
The decision feedback equalizer (DFE) consists of twsf channel model. The least squared error (LSE) solution for

linear filters working together: the feedforward filter @mlts the filter coefficients, using data up until time are given
the energy from the received signal and shapes its respopge

and the feedback filter cancels the inter-symbol interfegen .
(ISI) from previously received symbols [7]. The general DFE = A Hrs - q xrs
equation can be written as: hin] = Z z[i]2"[i] Z 2[i]d” ] )

bt I 1=—00 1=—00
J[n] _ Z a*[uln — €] + ib* [é](i[n] 1) Notice that the filter coefficients now explicitly depend on
=1, o time due to the dependence on the received data.

) ) N The underwater acoustic channel also has a time depen-
where u[n] is the baseband received datdy] is the past gence, thus one would expect the desired equalizer coef-
symbol decisions, andi[n] is the filtered received dataficients to change with time. A common way to include
before a symbol decision has been made. The feedforwgtde variation into a LSE type equalizer is to include an
filter coefficients are represented a@:| and the feedback gynonential weighting factos ~ 1, into the filter coefficient
coefficients ad[n|. The total number of DFE coefficients ISequations:

L=L,+ L.+ Lg,. .
The DFE equation can be represented more compactl n o A\ n I
using vector notation as: ﬁ[”] = > Aizfile" i) > X alild*i]

1=—00 1=—00

dn] = au[n] + b d[n — £] = hz[n] ) (4)



u,[n] | mathematically as

u,[n] > ay v(w) = o (w)u(w) (5)

. A
slicer d[n] whered(w) is the K x P beamforming matrix at frequency
w. The notationu(w) represents the Fourier transform of the

received data and(w) represents the beamformed data, both

Uy[n] >

uK[.n]_>
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— at at frequencyw . The elements of the vectors are
uy(w vy (w
Fig. 2. A multichannel decision feedback equalizer with arb®rmer 1( ) 1( )
front-end to reduce computational complexity. us(w) va(w)
u(w) = . v(w) =
This creates an adaptive equalizer, for which there is a ug(w)]” vp(w)]T

common recursive algorithm called the recursive leastrsgua

(RLS) algorithm. This reduces the computational compjexit whereuy(w) is the received data from sensor k andw)

considerably. For more information on adaptive filters,][10s the received data in beam p. Van Trees, [11], has a

is a commonly cited resource. much more complete description of beamforming and array
When the adaptive filter coefficients are calculated diyectprocessing.

from the received data, the result is referred to as a direct-After transforming the output of a wideband beamformer,

adaption DFE (DA-DFE). We focus on the DA-DFE structure (w), into the time domain, it can be used as an input to a

for two reasons: first, since it has low complexity comparedA-DFE. Since the number of beamB, is often much less

with the MMSE DFE (also known as the channel estimathan the number of sensoi&,, this results in a reduction in

based DFE or CEB-DFE). The complexity of the CEB-DFEzomplexity by(P/K)?. Figure 2 shows the DA-DFE with a

is O(L?) since there is an inversion of ah x L matrix. beamformer.

However, using a recursive update, the DA-DFE has com-

plexity O(L?). A second reason is that, in our experience, at IV. PROPAGATION MODEL

a signal to noise ratio (SNR) commonly seen in underwater

environments, the performance difference between the DA-Since beamforming reduces computational complexity, the

DFE and the CEB-DFE is negligible. next questions are how many beams to use, what shape
should they be, and what direction should they point. One
[1l. BEAMFORMING idea common in beamforming literature is to track each

In Eq. (4), the number of filter coefficients being estimatedrival separately and create an orthogonal set of beares, on
is K x (Lq + L) + Lg,. A common engineering rule is tofor each arrival [11], [12], and [13]. These methods tend
use the same number of feedforward coefficients as thépebe computationally complex and require extra adaptive
are channel coefficients. Since the underwater channel [#gorithms since the arrivals move due to channel motion.
a long delay spread, up to hundreds of milliseconds, tfgojanovic [1] pointed out in her work that it is not neces-
computational complexity of this equalizer is very highSary to separate the arrivals in an acoustic communication
Stojanovic et al [2] showed that, when the signal is narrofrlamework since the feedforward equalizer will collect the
band and the number and direction of all arrivals is knowgnergy from all directions simultaneously.
using beamformed data is equivalent to full sensor-spaceSince channel motion induces changes in the arrival angles,
processing. our approach is to use a geometric model of the arrival

Our discussion throughout this paper assumes the usestficture to calculate a maximum arrival angle and use a
a vertical linear array. This choice is made for a numbé&et of beams which span that angular range.
of reasons: first, it is the configuration used in the experi- Ray tracing is a common method used for high frequency
mental data. Second, it is a common array configuration fagoustics (above 1kHz) [14]. We will use ray tracing along
underwater acoustics, and third, it simplifies the mathawmatwith the assumption that both the sea surface and sea floor are
considerably. flat and parallel. This allows for a geometric model which

Beamforming can be viewed as transforming the spaoaly relies on knowledge of the water column depth, the
in which the data is viewed, usually from physical spatisipeed of sound, the depth of the transmitter and receiver, an
dimension to angle of arrival space. This is accomplished ltlye distance between the transmitter and receiver. In many
applying a spatial windowing function with desired spatialoceanographic applications, these measurements ardyreadi
spectral characteristics. Even though underwater aaoustiailable and change very slowly with respect to the symbol
communication data is not narrowband, wideband beamfornate.
ing methods can be used: a discrete Fourier transform (DFTWe now introduce some notation to make these ideas
is applied first to the data, beamforming is applied sepratenathematically concrete. Table | contains the delay and
to each frequency bin, and the inverse DFT is applied &devation angle of arrival for the earliest arriving pathising
the result. The beamforming operation can be representbd notation:



TABLE |
TABLE OF ELEVATION ARRIVAL ANGLES AND DELAYS USING
GEOMETRIC MODEL WHERE FLAT SURFACE AND BOTTOM ARE ASSUMED

| Path [ Arrival Angle (in radians) [ Delay (in seconds) |
L3 dp—dr V(dp—di)2 462
3 + arctan ( 7 ) P

—dp— V(2dy —dp—dr)2+02

+arctan(2dw CZR dT) (2dw i T)2+
V(dg+dr)2+02
_ arctan (%) %

_ V(2dy —dp+dr)2+02
+arctan(2dw ‘zR‘f’dT) (2dw 1~Z+ T)%+
2dw+dR7dT) vV (2dy +dp—dr)2+£2
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Fig. 3. lllustration of multipath and the physically comsired angle of
arrival for the shallow water communications channel.
Fig. 4. Estimated angle of arrival and delay of the channeliise response
arrivals from the from the SPACEO08 experiment from Juliary @20 at
time 0200. The white crosses indicate the arrival pointsutated from
dy  Water ('jo'umn depth [m] the geometrical arrival model. The arrivals are labeledoating to their
dr transmitter depth [m] interaction with the surface and bottom from the transmitethe receiver:
dr receiver depth [m] S indicates a surface bounce and B a bottom bounce.

14 distance from transmitter to receiver [m]

¢ speed of sound in seawater [m/s] Figure 4 shows an estimated channel from the SPACEO8

According to the physics of a shallow water waveguideyneriment which will be described in Section VI. Note that

there are only a finite number of propagating paths [14]. Thifere is good agreement between the theoretical model and
indicates that the arrival angles are bounded within soM§& 5ctual data.

range. Figure 3 shows an example of this when there are only
three propagating paths, the direct path, the bottom bounce V- IMPLEMENTATION OF THE MULTICHANNEL
path, and the surface bounce path. EQUALIZER

The next step is to extend the geometric model to allow Using the propagation model discussed in the last section,
computation of the angle of arrival for an arbitrary delayit is possible to restrict the look angles of the receiver. We
Tpath. FOr cONsistency, the location of the last bounce (eithdevise three different methods to take advantage of thischdd
surface or bottom) needs to be specified. When the lastormation: a set of uniform beams spanning the angular

bounce is a surface bounce, the angle of arriégk, is space, a set of uniform beams time-aligned using the receive

model, and a set of discrete prolate spheroidal sequence
Opath surface = ATCSIN <L) (6) (DPSS) beams tuned to the angles of interest.

€ Tpath These methods were chosen in a somewhat ad-hoc manner,

and when the last bounce is a bottom bounce, the anglebdft Provide a way of examining whether the angle restriction

arrival is can provide similar performance results to the full sensor

space while providing computational advantage. It is ongoi
Opath.bottom = T 1 arccos (L) (7) research to find some measure of optimality for the beam
' 2 € Tpath patterns used.

Using an delays,caiive, relative to the shortest path (i.e. In all of these .met.hods, it_is assumeo! that the.delay span
when the propagation path is of lengt)) the equations for of the equalizer is given. Using Eq.. (8)itis possm_le to use
angle of arrival can be rewritten. When the last bounce ist€ delay span to calculate the maximum angle which should

surface bounce be considered.
) C - Trolative -1 A. Uniform beamformer using complete delay span
0 ath,surface — arcCS1N (7 + 1) (8) : . .
path, ) The first method we devised was to use uniformly

weighted beams, placed orthogonally at the design frequenc

This implies that an adjacent beam is placed at the first null

<(c - Trelative n 1)—1> ©) of the beampattern. This provides a way both for choosing
/¢ the angles and the number of beams used.

and when the last bounce is a bottom bounce

™
Gpath,bottom = = + arccos

2



The beams are designed for a vertical linear array. The
design frequencyyf,, is calculated from the element spacing

of the array,d, such thatd = fa/(2 - ¢), wherec is the 15m
speed of sound in water. The first beam placed is placed >>>
at broadside since this location makes the most sense due
to common communication system geometries. This alsg, 1.2m¢§
ensured as well that there were an odd number of beams 3.25m
and that the beams were symmetrically placed. > A
In order to account for the inaccuracy of the model, the = 200m >
delay-span of the equalizer was increased by ten symbol
periods. This provided a means of helping to ensure that the Fig. 5. Setup of SPACEO8 experiment

motion of the individual paths did not take them beyond the
maximum angle dictated by the arrival model.
VI. EXPERIMENTAL EVIDENCE
B. Uniform beamformer time-aligned The three proposed multichannel equalization strategies
The model devised in Section IV provides a way t@vere validated using experimental evidence from the Sur-
compute the delay of first arrival is a particular look difest face Processes and Acoustic Communication Experiment
Using the same set of uniform beams from before, we nd®PACE08). We used data from data sets with very different
time align the beams so that the delay of the first expectédrface conditions, from a relatively calm day to a very
arrival for each of the look angles are the same. Since tR@rmy day.
model indicates there should be no energy in the beam before )
the first arrival, the received data before the first arrival  SPACEO8 Experiment setup
the beam direction is thrown out. The SPACEO8 was performed off the coast of Martha’s
This provides a way to reduce the computational compleXineyard, MA from Oct. 14" through Nov. 1'. The water
ity by further reducing the number of coefficients that need tdepth was approximately 15 meters, the transmitter was
be estimated. There is some loss of energy since unifornagproximately 4 meters from the sea floor, and the top of the
weighted beams are not completely confined to their lookceive arrays were about 3.25 meters above the sea floor.
directions, so we expect there might be some small loss Fifjure 5 illustrates the experimental setup.
performance. The carrier frequency wag. = 12.5 kHz, the bandwidth
The same method of padding the delay spread with teras B = 6.51 kHz, and the sampling frequency was
extra symbol periods was used for this method as well. This = 107/256. The transmitted signal was the first 20,000
helps doubly in this method since it helps with angle motiosymbols of a repeated binary phase shift keyed (BPSK)

and also motion in delay. encoded, 4095-length M-sequence.
_ _ _ Before processing, the carrier was removed, the data was
C. Discrete prolate spheroidal constraints low-pass filtered, and the data was down-sampled to two

The main fact we are exploiting throughout this paper g@mples per symbol. Time alignment of the signal was
the confinement of the elevation angle. Slepian [15] show@ghieved through the use of an M-sequence timing signal
in his work that the discrete prolate spheroidal sequencdisthe beginning of the packet.

(DPSS) have the maximum ratio of in band energy to out The receiver was a 24-element vertical array with 5 cm
of band (or in this case in angle energy) for a given numbelement spacing placed. The array was 200m from the
of coefficients. The sequences are all orthogonal, and wH&ansmitter to the southwest.

taken together form a basis set of the sensor space. Finding data packet, known as apoch, was transmitted once
the DPSS coefficients tends to be slightly computational@very 2 hours throughout the duration of the experiment.
intensive, but this computation can be done offline or infré-hese data packets are referred to by the Julian day and time
quently since the model parameters vary slowly. they were transmitted.

One difference with the DPSS method over the others is
that it does constrain the number of beams. A good gudss Results
of the number of beams is the number of arrivals within In order to look at a variety of sea surface conditions,
the angular range and delay spread used for the equalitkree epochs were chosen from different days: day 290 at
This number can again be computed from the model biyne 0200, day 294 at time 1200, and day 300 at time 0800.
successively computing the arrivals until one falls owgsidThese three epochs range from calm on day 290 to high
of the desired range. stormy seas on day 300. Each of the methods described in

In order to handle model inaccuracies and provide $ection V was tested for each one of these epochs, as was
fair comparison, the maximum angle was set to be tlke full sensor-space processing and sensor-space pragess
first null of the beam with the largest look angle of theising a number of sensors equal to the number of beams.
uniformly weighted beamformer method. This provided the The DFE parameters were chosen such that 20, L. =
same protection of angular motion as in previous methods0 and Lg, = 99. This captured most of the multipath signal



TABLE I
INPUT SIGNAL TO NOISE RATIO FOR EACH OF THE DATA EPOCHS
EXAMINED FROM THE SPACEO8EXPERIMENT.

-12f —+— Full Sensor Space
—©— Beamspace
Epoch Input SNR -13f —»— Time-aligned beamspace]
Day 290, time 0200 35.5 dB 45— DPSS
Day 294, time 1200| 34.7 dB —14}t B Best 7 sensor space
Day 300, time 0800| 34.1 dB

_15,

energy in the feedforward equalizer and canceled most of tt w
ISI in the feedback equalizer. @ -17

An RLS algorithm was used to estimate the DA-DFE  _;g|
equalizer taps. In order to ensure that the results we obderv
were not artifacts of the choice of the exponential weightin -19¢
factor, A, ten different values were tested from= 0.991 -0t
to A = 0.9999. The DPSS trials on day 290 and 300 varied
from this convention and were tested on nine values fron
A =0.996 to A = 0.9999. 22t

For the geometry of the experiment setup, our arriva
model indicated that 7 uniformly weighted beams was ap
propriate, and also coincidentally that there were 7 adsgiva
within the examined delay and angular spread. Thus, for
all the proposed methods, 7 beams was appropriate. The
elevation angles examined for the beamspace methods we
from 75.5° to 104.5°. For the DPSS method, the angular -8

0.999 0.9999
Exponential Weighting Factor, A

Fig. 6. Results from SPACEO8 experiment for day 290, time0020

—— Full Sensor Space

spread used weB0.3° to 109.7°. —6— Beamspace
The complexity of both the DPSS method and the ;4! . | = Time-aligned beamspace
—o—DPSS

beamspace method were the same: both were a factor
(24/7)? ~ 11.75 times less complex than the full sen-
sor space processing. The time aligned processing ust  ~12¢
532 equalizer coefficients, which reduces the complexity b

(700/532)* ~ 1.75 over the other proposed methods and & W

—P— Best 7 sensor space

. -14F
factor of 20.35 over full beamspace processing. v
The measure used for comparing the different methods |
the output soft decision error (SDEjpg. This is a measure -16f

of the residual error after equalization and can be repteden
mathematically as

N -
1 o Jdln] —d[n]?
€SDE = 77 T S (10)
N ,; |d[n]|? -20 ‘
0.99 0.999 0.9999
Exponential Weighting Factor, A

_18,

whered|[n] is the transmitted symbol, antln] is the filtered

data before the symbol decision. In all cases, the bit eater r

(BER) was equal to zero due to the high operating SNR. Fig. 7. Results from SPACEO8 experiment for day 294, time0120
Figure 6 shows the results from the day 290, time 0200

epoch, Figure 7 shows the results from the day 294, time

1200 epoch, and Figure 8 shows the results from the day 30@/ltichannel equalizer. Several configurations of the seve

time 0800 epoch. The input SNR is the ratio of the measur&g@nsors were tested and the best configuration for each epoch

incoherent signal energy to noise energy before equalizatiis shown on the figures. In all cases, the best seven sensors

The observed input SNR for each epoch is given in Table perform at least 2 dB worse than either the proposed methods
The results for the proposed methods are similar across@ilithe full sensor space. Thus, for the same computational

of the epochs: the DPSS method and the beamspace mete@@plexity, the proposed methods improve the performance

perform nearly equivalently and do as well (as on day 29dyamatically and compete quite favorable with the full ggns

or nearly as well (the other two days) as the full beamspagpace results.

processing; the results are within 1 dB of one another. AsAll of the results presented depend heavily on the choice

expected, the time-aligned beamspace method does sliglitlythe exponential weighting factak, Finding the optimal

worse, but again it is within 1.5 dB of the best method. for a given channel is beyond the scope of this work, but it
For comparison of computationally similar methods, seveshould be kept in mind that any results presented which use

of the twenty-four sensors were used as the input toam RLS algorithm are going to be sensitive to this choice.



than steering beams towards arrivals. This is the first work
the authors know of using this alternative view.
This work represents a first step toward incorporating

—— Full Sensor Space

—O— Beamspace h g Al _
ol —s— Time-aligned beamspace physical knowledge into equalization algorithms. The pro-
—4&—DPSS posed methods are somewhat ad-hoc, but work well on the

_10,

experimental data. Further work is needed to find ways to
optimally include physical models into underwater commu-

—P— Best 7 sensor space

_11 L

” nication systems.
w —12F
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